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Abstract—Breast cancer remains a significant health 

concern globally, and early detection plays a pivotal role in 

improving patient outcomes. With the advent of digital 

pathology, computer vision techniques have emerged as 

powerful tools for automated analysis of microscopic breast 

tumor tissue images. The efficacy of Fourier Transform-based 

high pass filtering in enhancing the classification performance 

of a Convolutional Neural Network (CNN) model trained on 

microscopic breast tumor tissue images is investigated in this 

study. Initially, attempts to train the model on grayscale images 

yielded unsatisfactory results, indicating the limitations of 

conventional image representation for this task. However, 

notable improvements in classification accuracy were observed 

through the application of high pass filtering with varying 

radii, particularly with smaller radii. Furthermore, the analysis 

revealed a correlation between the radius of the high pass filter 

and model generalization, with larger radii leading to increased 

overfitting. These findings underscore the potential of Fourier 

Transform-based preprocessing techniques in augmenting the 

discriminatory power of CNN models. 
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I. INTRODUCTION 

Breast cancer is one of the most prevalent malignancies 

affecting women worldwide, with early detection being 

cru- cial for successful treatment outcomes. Traditional 

diagnostic methods rely heavily on manual examination of 

histopatho- logical images by trained pathologists, a 

process that can be time-consuming and prone to 

interobserver variability. The advent of digital pathology 

has paved the way for computer- aided diagnosis systems, 

leveraging advanced image analysis techniques to assist 

pathologists in accurate and efficient diagnosis. 

Despite the promise of computer vision in automated 

anal- ysis of histopathological images, challenges persist 

in devel- oping robust models capable of accurately 

distinguishing be- tween benign and malignant breast 

tumor tissue. Conventional approaches often rely on raw 

image representations which may not fully capture the 

discriminative features present in microscopic images. 

The primary objective of this study is to investigate the 

efficacy of Fourier Transform-based high pass filtering in  

enhancing the classification performance of Convolutional 

Neural Network (CNN) model [1, 2] for breast tumor 

tissue images. Specifically, we aim to: 

• Evaluate the performance of CNN models trained on 

grayscale images for breast tumor classification. 

• Explore the impact of Fourier Transform-based 

high pass filtering on image representation and 

classification accuracy. 

• Investigate the relationship between the radius of the 

high pass filter and model generalization. 

II. LITERATURE REVIEW 

One notable approach in the computer-aided diagnosis 

(CAD) of breast cancer is the use of Convolutional 

Neural Networks (CNNs) for image classification. 

Studies [3–5] have demonstrated the effectiveness of 

CNNs in distinguishing between benign and malignant 

tissue. These models leverage the rich hierarchical 

features learned directly from the image data, thereby 

enabling automated classification with high ac- curacy. 

Image preprocessing plays a crucial role in enhancing 

the performance of CAD systems for breast cancer 

diagnosis. Previous work, such as [6] has proposed image 

normalization methods to improve the consistency and 

quality of histopatho- logical images for quantitative 

analysis. These methods aim to reduce variations in image 

appearance due to factors such as staining variability and 

tissue thickness, thereby improving the robustness of 

classification models. 

In the context of this thesis, the focus shifts towards 

ex- ploring alternative preprocessing methods, 

specifically Fourier Transform-based high pass filtering 

[7]. Fourier Transform- based techniques have been 

widely used in image processing for enhancing image 

contrast and edge detection. By applying high pass 

filtering with varying radii, this approach aims to 

highlight relevant features in histopathological images, 

thereby improving the discriminative power of 

classification models. 

III. METHODOLOGY AND RESEARCH 

A. Dataset Description 

The Breast Cancer Histopathological Image 

Classification (BreakHis) dataset [8] serves as the 

foundation for this study. It comprises 9,109 microscopic 

images of breast tumor tissue obtained from 82 patients, 

captured at varying magnification levels (40X, 100X, 

200X, and 400X). The dataset contains 2,480 benign and 

5,429 malignant samples, each with dimen- sions of 
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700x460 pixels and encoded in 3-channel RGB format with 

8-bit depth per channel. 

B. Preprocessing 

Prior to model training, several preprocessing steps were 

ap- plied to the BreakHis dataset. Firstly, all images were 

resized to a standardized dimension of 350x230 pixels. 

Subsequently, the dataset was partitioned into train, 

validation , and test sets, with 80%, 10%, and 10% of the 

images allocated to each subset respectively. To address 

class imbalance, the minority class (benign samples) 

within the training set was oversampled to achieve a 

balanced distribution of classes, specifically targeting a 

50:50 ratio between benign and malignant samples. 

Additionally, as part of the experimental design, images 

were converted to grayscale to facilitate a comparison 

between models trained on raw grayscale images and those 

augmented with Fourier Transform-based high pass 

filtering. 

C. Model Training 

For the binary classification task, a simple CNN 

architecture (see Figure 1) was employed due to its 

effectiveness in image classification tasks. The model was 

trained using binary crossentropy loss and the Adam 

optimizer with a learning rate of 0.001. Each training 

session consisted of 10 epochs, with performance metrics 

including accuracy, precision, recall, F1 score, and AUC-

ROC monitored throughout training. 

Each training session was repeated 3 times. 

Consequently, the reported results, including metrics 

observed during train- ing, represent the means calculated 

across these 3 sessions. 

 

Fig. 1. The architecture of the CNN model for binary classification 
task. 

D. Fourier Transform-based High Pass Filtering 

After applying Fourier Transform-based high pass 

filtering using ideal circle masks with radii of 1, 3, 5, 

10, 20, and 40 to augment the grayscale images, the 

transformed image is represented in the frequency 

domain as complex numbers. When this transformed 

image is brought back to the spatial domain, we retrieve 

complex numbers. However, in this study, only the real 

parts of these complex numbers are utilized, resulting in 

a final image representation with floating-point pixel 

values. Notably, due to the nature of the filtering process, 

some of these pixel values may be negative, which is an 

inherent characteristic of the filtering technique and 

should be taken into consideration during subsequent 

analysis or visualization (see Figure 2). This 

transformation and filtering strategy aim to accentuate 

fine details and edges, thereby potentially aiding in the 

discrimination between benign and malignant tissue in 

medical image analysis applications. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Model Performance without Fourier Transform 

Training the CNN model on raw grayscale images 

yielded stagnant results, as evidenced by the constant 

AUC-ROC value of 0.5 throughout training and 

validation (see Figure 3). This suggests that the model 

failed to effectively learn discrimi- native features from 

the grayscale representation, resulting in random 

guessing for classification. 

B. Effect of Fourier Transform-based High Pass Filtering 

Upon applying Fourier Transform-based high pass 

filtering with varying radii, notable improvements in 

classification performance were observed. Models 

augmented with smaller radii, such as 1, 3, and 5, 

achieved higher AUC-ROC val- ues at the end of 

training and validation, reaching up to 

0.76. However, as the radius increased, the AUC-

ROC values exhibited a decreasing trend. For instance, 

the model with a radius of 40 achieved a lower AUC-

ROC of 0.62. This trend indicates that smaller radii 

preserve more discriminative information, while larger 

radii lead to information loss and decreased classification 

performance. 

C. Comparison of Results Across Models 

Comparative analysis revealed significant differences 

in performance between models trained on raw grayscale 

images and those augmented with Fourier Transform-

based high pass filtering. The latter demonstrated much 

better classification ability, particularly for smaller radii, 

highlighting the impor- tance of frequency domain 

information in enhancing feature representation for 

breast tumor classification. 

Analysis of the test metrics (see Figure 4) revealed a 

clear correlation between the radius of the high pass filter  
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and the mean AUC-ROC value. Models augmented with 

smaller radii exhibited higher mean AUC-ROC values, 

with radius 1 achiev- ing a mean AUC-ROC of 0.768. 

Conversely, as the radius increased, there was a 

corresponding decrease in the mean AUC-ROC value, 

with radius 40 yielding a mean AUC-ROC of 0.622. This 

further supports the notion that smaller radii are more 

effective in preserving discriminative information within 

the images, while larger radii lead to information loss and 

decreased classification performance. 

V. CONCLUSION AND FUTURE INVESTIGATION 

In conclusion, this thesis has explored the 

effectiveness of Fourier Transform-based high pass 

filtering in enhancing breast tumor classification using 

microscopic images. By ap- plying ideal circle masks 

with varying radii, the study demon- strated significant 

improvements in classification accuracy on grayscale 

images, particularly with smaller radii. 

Looking ahead, future research should not only focus 

on refining existing methodologies but also explore novel 

ap- proaches to further enhance breast tumor 

classification. One promising avenue is to investigate 

alternative variations of Fourier Transform-based filters 

or other frequency domain transformations. Additionally, 

exploring the integration of complementary information,  

 

 
such as phase information or directional filters, could offer 

new insights into improving classification performance.   
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Fig. 4. The graph illustrates the correlation between the AUC-
ROC metric and the values of the high-pass filter mask radius on 

the test dataset 

 
Fig. 3. The graph illustrates the AUC-ROC metric values 
over the course of training for grayscale and filtered images 
at varying mask radii, for both the training dataset (A) and 
the validation dataset (B). 

 

 

Fig. 2. Example of applying high-pass image filtering with different mask radius values; for visualization, absolute pixel values were taken 
and multiplied by 3. 


